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ABSTRACT
Current gesture interaction paradigm mainly involves a one-to-one gesture-command mapping. This leads to memorability issues regarding (1) the mapping - as each new command requires a new gesture, and (2) the gestures specifics (e.g., motion paths) - that can be complex to leverage the recognition of several gestures. We explore the concept of combining 3D gestures when interacting in smart environments. We first propose a design space to characterize the temporal and spatial combination aspects, and the gesture types used by the combination. We then report results from three user studies in the context of smart TV interaction. The first study reveals that end-users can create gesture sets with combinations fully optimized to reuse gestures. The second study shows that combining gestures can lead to improved memorability compared to single gestures. The third study reveals that preferences for gestures combination appear when single gestures have an abstract gesture-command mapping.
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INTRODUCTION
Mid-air hand gestures have gained much attention to interact with augmented physical appliances [15, 17, 40]. Indeed, gesture interaction has the potential for users to control their surroundings from a distance. Thus, researchers proposed solutions to improve gesture recognition [10, 13], gesture registration [41], gesture set designs [33, 35], gesture guidance [8, 27] or toward easing the deployment [38] and the adoption [31] of gesture interaction to name a few.

Past studies mainly involve actions and movements of one hand, or sometimes coordination among two hands [17, 24] to perform a single gesture-command mapping. Each one or two-handed gesture corresponds to a specific command. However, as the number of commands increases, it becomes increasingly difficult for designers to create distinguishable gestures, and for users to memorize the gesture mappings.

We propose to explore the concept of gestures combination [20]. For instance, a first gesture - a signer gesture - could signify a context (e.g., ‘Light’) while a second gesture - an operator gesture - could trigger a command (e.g., ‘Switch on’). The expected theoretical main benefit of such gestures combination resides in the re-usability of gesture definitions. For instance, users can memorize the ‘increase/decrease’ command and use it for a light brightness, a sound volume, a temperature setting, etc... Gesture combinations can easily extend a set of commands without increasing the number of gestures to memorize. However, previous work explored only sequences of 2D stroke gestures [18, 20]. We hence propose to expand this investigation to 3D mid-air gestures combinations.

We first propose a design space to characterize the temporal and spatial aspects of the combination, along with the gesture type used by the combination. We then propose a series of studies to explore the use of gestures combinations in the context of smart TV interaction. A focus group workshop revealed that participants mainly focused on relaxed sequential combinations, without focusing on spatial aspects. In addition, participants proposed to use static gestures with the non-dominant hand to specify the context, and static or dynamic gestures with the dominant hand for the operator.

Doing so, participants fully optimized the reuse of gestures in the designed gesture set. We next compare the memorability of the previously defined gesture sets (single gestures and combinations). Results show that combining gestures is a valid option to prevent memorability problems due to unclear single gesture/command mappings. Lastly, we assess users’ preferences between single gestures and gestures combination. Results reveal that users prefer gestures combination when single gestures counterparts have an unclear gesture/command mapping, confirming the benefits of combining gestures.

The contributions of our paper are: (1) a design space which
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can guide the development of novel gesture combinations; and (2) an investigation into the design (study 1), the memorability (study 2), and users’ preferences (study 3) regarding such gesture combinations.

RELATED WORK
We present previous works regarding smart environment interaction with an emphasis on gesture interaction, gestures combination, and results from studying two-handed interaction.

Smart Environment Gesture Interaction
Gesture interaction in smart environments [15, 17, 26] mostly involve semaphoric dynamic gestures [1, 14]. Semaphoric gestures define a vocabulary to trigger discrete commands. Dynamic gestures involve motions. For instance, users can draw a circle in mid-air to trigger a 'Record' command [17].

Among appliances in smart environments, several studies explored TV interaction [11,17,37]. Indeed, gesture interaction holds the potential to be a good complement to the conventional remote control. In addition, TV is an interactive object which proposes several features (brightness, volume, etc) and several commands (up, next, play, etc). This makes it a good candidate to explore interaction paradigm such as voice recognition [25] or freehand gesture interaction [32, 34, 36, 37].

Most previous works report the use of one-to-one gesture/command mappings. In other words, it demands designers to come up with a new unique gesture for every command. For example, although "Increase Volume" & "Increase Brightness" may intuitively share similar gesture preferences (e.g., "move the hand upward" [17]), designers have to create different gestures for each command, distinct enough to enhance gesture recognition performance. This can lead to a heavy memory load for users. We hence want to explore the possibilities offered by combining gestures.

Gestures Combination
Combining gestures allows to divide the sets of available commands into hierarchy sets [7, 16, 18, 20]. For instance, instead of having 36 items to trigger, users could perform one gesture to select one command among six in a first level, and one gesture to select one command among six in a second level. Hierarchies also allow to reuse gestures since a context is specified in the hierarchy definition. For instance, with Hierarchical Marking Menu, a left stroke can be executed in all levels and have different meanings according to the previously selected levels [18]. In addition, hierarchical structures can improve learnability [20]. Indeed, hierarchical structures can benefit from the similarity between commands by reusing common gestures. For instance, once ‘Light’ or ‘Kettle’ is selected, a common ‘on/off’ gesture could be executed.

However, to the best of our knowledge, very little work took interest in combining gestures, and only focused on sequential gestures combinations, in 2D [18, 20, 28, 29] or 3D [7, 16]. We argue that the design space is larger than what has been explored. For this, we extend the concept of sequential gestures (i.e. "chaining primitives" [20]) to the broader notion of gesture combination.

Two-Handed Interaction
Buxton and Myers found that users can effectively use both hands concurrently to enhance performance over one-handed operations [5]. Some work suggested that symmetric two-handed interactions, stated that having the non-dominant hand serves as a coarse frame of reference (e.g., holding a paper) while the dominant hand performs detailed work on that frame (e.g., writing on the paper) is the most effective combination. This model has since been proven and exploited by many other works. For example, zoom and pan interaction (i.e., the dominant hand points to a spatial reference while the non-dominant hand controls the zoom action) [19,23], rotation and scaling interaction (uses similar method as zoom) [4], and game interaction (shooting while using first-aid kit) [30] or 3D virtual objects manipulation [24] have been explored.

Summary
The literature review reveals that (i) gesture input is a good candidate for smart environment interaction, but current gesture sets mainly involve one-to-one gesture/command mappings, (ii) gestures combination can lead to improve learnability thanks to gesture reuse, but only explored sequences of 2D gestures so far, and (iii) two-handed gesture interaction can enhance input performance. Similarly, we acknowledge the two-handed capabilities and aim to explore the design space offered by combining two-handed gestures.

DESIGN SPACE
Our design space considers both the combination aspect and the gestures aspect (Figure 2). We examine two features of the combination: the temporal and spatial relationships [39].

Combination Aspect: Temporal Relationship
We define the temporal nature and rigidity of a combination.

Nature
A sequential combination involves a temporal gap between gestures execution (Figure 1, 1). For instance, a user can execute a gesture to select ‘Light’ followed by a gesture to trigger the ‘On’ command. A sequential combination allows users to execute the gestures with one or two hands. A parallel combination involves the execution of a gesture during the execution of another one (Figure 1, 3a and 3b). This combination provides a more time-efficient way to input commands than...
a sequential input. For instance, a user can execute a gesture to select 'On' command (Figure 1, 3a). We can also envision a user executing the gesture to trigger the 'On' command with one hand, and triggering 'Light', 'Music' and 'Kettle' with the other hand (Figure 1, 3b). In between sequential and parallel combinations exists a concomitant combination, which involves a time overlap of gestures execution (Figure 1, 2).

Rigidity

With a relaxed rigidity, the temporal relationship does not hold any information. This gives users peace of mind while executing the gestures free from any time constraint. On the contrary, with a strict rigidity, the relationship provides information via delays and/or duration. This gives users the possibility to input additional information (e.g. a parameter) at the cost of additional time constraints.

With a strict sequential combination for instance, the gap(s) between the gestures executions (e.g., \( \Delta_T \) in Figure 1) could hold an additional meaning. For instance, the delay between 'Light' and 'On' could define the light intensity for a dimmable light bulb: the longer the gap, the brighter the intensity. With a strict parallel or concomitant combination for instance, if the 'On' gesture lasts X\% as long as the 'Light' command, the intensity can be set to X\%.

The nature and the rigidity of the temporal relationship are particularly relevant for three reasons. First, they characterize how comfortable users can be while triggering a command, such as if the execution requires one or two hands, and/or if it requires additional attention regarding the time component of the execution. Second, they characterize the theoretical time efficiency of the gesture input. For instance, a parallel combination is theoretically faster to execute than a sequential combination. Third, it characterizes the possibility to transmit additional information, hence increasing the input bandwidth of a standard gesture interaction.

Combination Aspect: Spatial Relationship

We define a spatial relationship of a gestures combination according to the gestures execution reference frame.

The reference frame can be absolute. In this case, the gestures execution locations do not transmit any additional meaning to the command. This is a desired property to give freedom to users as to where to execute the gestures. The reference frame can be relative and hence transmits additional information via the execution locations. The execution locations can be relative to each other. For instance, the distance between the two hands triggering the 'Light' and 'On' commands can specify the light intensity. In the event of a one-handed gesture interaction, the system can consider the distance between the two execution locations. The reference frame can also be relative to an external element. For instance, the distance between the couch and the 'Music' gesture and/or the 'On' gesture execution could specify the sound volume. In this case, we further describe the relative relationship whether it concerns the full set of gestures, or only a partial subset.

The reference frame of the spatial relationship is particularly relevant for two reasons. First, it can characterize the overall footprint (i.e. movement length) [6], and hence the potential fatigue due to the gesture execution. If we consider the same gesture shapes - one instance to be executed in any location, and one instance in a specific location - the overall footprint from the intention to the beginning of the gesture execution is potentially larger in the case of a relative spatial relationship due to extra motion required to reach the specific starting locations. Second, as for the temporal relationship, the spatial relationship characterizes the possibility to increase the input bandwidth of the standard gesture interaction.

Gesture Aspect

We consider three descriptive features. The semantic feature describes which part of the command the actual gesture refers to. For instance, in the sequence 'Living room' > 'Light' > 'On/Off', the gesture can refer to a grouping (e.g. 'Living room'), a signifier (e.g., 'Light') or an operator (e.g., 'On/Off'). We also consider the hand used for executing the gesture: dominant or non-dominant. These features can capture the relationship between the semantic and the hand used to trigger the command part. Lastly, we consider the gesture type: static (e.g., thumb up) or dynamic (e.g. circle motion path).

PILOT STUDIES

Prior to the three studies, we conducted two pilot studies (Figure 3). The pilot studies explored the suitability of (i) the TV interaction context, and (ii) a user-elicitation approach to explore the design space of gestures combination.

TV Interaction Context: Pilot Interview Study

We decided to run an interview with 14 participants in this early exploration stage for two reasons. First, it allowed us...
to get early feedback about combination of gestures via a concrete use case. Second, we wanted to validate the use of TV interaction to explore the concept of combination of gestures in terms of usefulness and usability.

Overall, participants would use gesture interaction if gestures are easy to remember and to execute. Four participants reported that they preferred to use gestures only for some frequently-used commands such as "Next Channel" or "Volume Up/Down", commenting that these gestures are easy to remember and thus easy to use. For other commands, participants preferred using the conventional remote control as they did not want to memorize new gestures. They also reported that using remote controllers was already part of their habit. However, most participants (10/14) reported that they preferred gestures over the remote control if the recognition system can work accurately and seamlessly. Participants reported that gestures are fun, easy to use, and can be used with another person in the room. They also reported that it is often a hassle to find the standard remote control.

Overall, the interview supported the idea of gestural TV interaction. This validates the fact that the TV interaction context (i) is a suitable context to explore the gesture interaction area, and that (ii) it admits the expected central limitation of standard gesture interaction, i.e. the increase of the number of gestures to remember with the increase of available commands. We hence consider only the TV interaction context in the remainder of this work. It allows us to focus on combinations of two gestures only. We discuss combinations of more than two gestures as an extension of the current work.

User-Elicitation Approach: Pilot Elicitation Study
Our design space greatly extends what end-users expect from a gesture interaction context. It is not clear whether the common approach for defining gestural interactions, i.e. user-elicitation studies, will be suitable for our purpose [42]. We hence conducted two user-elicitation studies. In the first study, we asked 15 participants to separately define 23 signifier-operator gesture combinations for a selected set of commonly used TV commands [37]. Because of low agreement scores, we then invited another 15 participants with a modified experimental protocol: participants had to define the signifiers and the operators separately to cover the same set of commands.

As expected, we found that an elicitation study is not suitable for exploring gestures combinations. When using Wobbrock et al.’s agreement score calculation [42], the agreement score of the combination designs in the first experiment was low (M = 0.11) for all commands. In the second experiment, the participants reported that many of the individually defined signifiers and operators were awkward to map into gestures when used jointly for a command. Thus, even without introducing the concept of temporal and spatial relationships, the agreement scores and feedback reflect a wide difference regarding how end-users would define gestures combinations.

We hence decided to organize a focus group design workshop instead of a user-elicitation study. We also decided to not introduce the design space. The rationale behind this decision was to avoid getting participants overwhelmed by the large number of design possibilities, while still being able to gather data to understand which features would be straightforward and clearly apparent to end-users, and which features would open new HCI research avenues for further investigations.

STUDY 1: DESIGN WORKSHOP
Our design workshop aimed to reveal what would be the main features of gestures combination participants would exploit, and to collect initial end-user feedback about this new concept. We conducted a semi-structured design workshop in order to leverage the group dynamics.

Participants
Eight university students and staff (one female, all right-handed, age 20 to 35, M = 29.25) volunteered for the study. All had knowledge about free-hand gestures (e.g., Kinect). Three reported having experiences with smart TVs.

Procedure
The design workshop consisted of four sessions. Two experimenter served as moderators. A third experimenter recorded the entire workshop and took notes on the side.

During the first session, we explained the background and motivations of the workshop to participants. We then showed videos of existing smart TV systems, their functions, and current standard gestural interactions to get all participants on the same understanding. We then introduced the concept of gestures combination. As an example, we asked participants to come up with one signifier and one operator gesture for "Increase Brightness" to help showcase the concept.

During the second session (1h), we led participants to freely share their opinions on three open-ended questions: 1) Do you think that a gestures combination can achieve the goal it claims (i.e., gesture re-usability and memorability)? 2) What are the pros and cons of combining gesture? 3) What are some key design considerations? At the end of the session, moderators summarized the design considerations emerged in the discussion and reviewed them with participants.

The third session (1h) intended to 1) identify commands likely compatible with a gestures combination; 2) identify gestures that could be reused by different commands; and 3) develop a gesture set based on the results of 1) and 2). The gestures design was a group effort: all participants could illustrate and share their opinions and ideas on a white-board or blank sheets of paper. We instructed participants to follow the design considerations from the second session. The moderators were not involved in the group design process to avoid biases. After participants reached a consensus, they presented their gesture set and the rationale behind it.

In the fourth session (30min), we asked participants to define the standard single gestures for commands raised in the third session but not covered in previous work (e.g., [37]). We used the two resulting gesture sets for further comparative evaluation in Studies 2 and 3.

Findings
We present the design workshop outcomes in two parts: the created gesture sets, and participants’ feedback and design considerations. User feedback and design considerations were
coded by three moderators. We used an open coding process to identify themes on user perception about combining gestures. We assigned codes to each of participants’ responses. As we analyzed more responses, new codes emerged and existing ones were modified. This process allowed us to identify consistent themes among participants.

**Gesture Sets**

Figure 4 shows the gesture set when combining gestures. Participants picked out 12 pairs of compatible commands. Three commands ("Power on/off", "Volume up/down", "Next/Previous channel") were paired with the "Default" signifier containing the commonly-used commands. These "Default" commands can be performed without the signifier to allow quick access (Figure 4, first row). Some commands are rather specific to smart TV functions which were not defined in past work [37], such as "Bass+/-" and "Display on/off" when streaming music for instance.

Interestingly, participants managed to fully optimize the reuse of operator gestures across signifiers. Figure 5 illustrates the number of gestures to define in a context in which each signifier (e.g., augmented physical appliances) comes with three commands. In this case, the number of gestures in the standard scenario with single gestures increases by three for each new object (Figure 5, solid line). When combining gestures, the best case scenario involves only the creation of one signifier gesture, with operator gestures being reused across all signifiers (Figure 5, dashed line). The worst case scenario involves the creation of one signifier gesture, and three new operator gestures for each new object (Figure 5, dotted line). In between exist several possibilities depending on how users would define and reuse operator gestures. During the workshop session, participants managed to design a gesture set with 7 gestures, corresponding to the best case scenario by fully reusing gestures across signifiers. They even went a step further and proposed the "Default" signifier as optional, hence leading to only 6 gestures.

Figure 6 shows the gesture set for standard single gesture interaction. When there were no previous gestures defined by past work [37], the gestures were newly defined by the group discussion. We categorized the single gestures into two types: abstract and non-abstract gestures. We based this categorization on the definition provided in previous work [43]: gestures are abstract when they have no clear association with the commands. For instance, it is not clear why users defined fist or some specific finger(s) for "Increase Bass" or "Increase Brightness".

Interestingly, even with a gesture set limited to only 12 gestures, participants had to define 5 out of 12 gestures as abstract gestures. Abstract gestures will likely impose an extra-cognitive load for end-users to learn and recall. We investigate this aspect in our second experiment.

**Feedback and design Considerations**

Regarding the combination aspect, participants generally agreed that combining gestures allows users to reuse gestures and to remember fewer gestures. Thus, participants clearly...
detected the potential of the main theoretical advantage of combining gestures. To build on this idea, we propose that the design of a gesture set should consider high-level operator description such as "Increase X", X being then determined by the signifier command. This approach could leverage the reuse of operator gestures across signifiers. In addition, participants proposed a way of merging the concept of single gestures and gestures combination by introducing the "Default" command (i.e. no signifier) for the most frequently used commands. Lastly, participants raised the concern of potential fatigue. All participants mentioned that they would sometimes feel too tired (or lazy) to perform two-handed gestures. This concern highlights the trade-off of combining gestures: cognitive (fewer gestures to recall) versus motor efforts (two gestures to execute). Hence, participants recommended leveraging gestures that would be more comfortable and quicker to perform.

Regarding the gesture aspect, participants reported that all gestures should be comfortable for the user to perform. For example, participants suggested that designers should avoid using dynamic gestures on both hands at the same time since moving two hands in two different paths could be very difficult. Participants recommended that designers use static gestures for signifier gestures with the non-dominant hand, and use dynamic or static gestures for operator gestures with the dominant hand. This is in accordance with Guiard’s kinematic chain theory [12]: the non-dominant hand serves as coarse frame of reference (i.e. define the signifier), while the dominant hand performs detailed work (i.e. define the operator).

Regarding the temporal relationship aspect, participants discussed and questioned the necessity of gesturing both hands simultaneously. Although using both hands could lead to faster interaction time than when using only one hand, it was recommended for designers to take into account users who might prioritize comfort over speed, allowing them to perform a sequential combination using only one hand. Participants also reported they would likely execute the operator gestures just slightly after the signifier gestures - hence a concomitant combination. Thus, although not clearly stated, participants expected a relaxed temporal relationship. They did not consider a strict version and its potential benefits. We hypothesize that this result is an effect of the TV interaction context and the commands used in the study, which did not include commands requiring parameter(s). For instance, participants considered relative commands (e.g., "Increase/Decrease Volume"), but no absolute commands (e.g., "Set Volume to 80").

Regarding the spatial relationship aspect, participants did not raise any suggestion. However, the created gesture set reveals that the "Sound" signifier is linked to the ear location. Thus, all sound-related commands will have a reference frame partially relative to an external element (i.e. an ear). This relative reference frame is not meant to transmit an additional parameter, but to enhance the memorability of the gesture by adding a semantic connotation to the gesture location itself.

Discussion
Figure 7 shows our design space modified to encode our findings with Sankey diagrams. A Sankey diagram allows us to represent the links between design options (colored path), the proportions in which these links occur (paths width) and the proportions in which options are chosen (option height). Note that such representation does not allow to visualize the specifics of a particular combination, but rather its high-level description via its proportion of option associations.

For the temporal aspect of the combination, the gesture set demonstrates combination of any nature type, i.e. sequential, concomitant, or parallel. However, participants reported a preference for sequential and concomitant temporal relationships, while mentioning the advantages of relaxed temporal constraints. For the spatial aspect of the combination, although participants did not openly mentioned any preferences, the gesture sets reveals that only three combinations out of twelve would use a reference frame partially relative to an external element (an ear). Lastly, participants clearly stated their preferences regarding the gesture properties: a static gesture with the non-dominant hand for the signifiers, and a static or dynamic gesture with the dominant hand for the operators.

Note that these results are restricted to our TV interaction context, and from an initial exploration by end-users of a large design space describing a concept in its infancy stage. We argue that one should refrain from any generalization, and expect properties not explored by this initial study to have valuable potential to explore in future work.

STUDY 2: MEMORABILITY
The design workshop uncovers that 5 out 12 single gestures could be classified as abstract gestures. This suggests that participants were likely to run out of ideas regarding potential intuitive gesture candidates. Study 2 seeks to investigate the memorability of the two gesture sets defined in Study 1, especially regarding the abstract gestures already introduced.

Participants
Fourteen university students and staff (3 females, one left-handed, age 21 to 32, M = 26.8) volunteered for the study. All had knowledge of freehand gestures (e.g., Kinect). Four reported having experience with smart TVs. All participants in Study 2 had not participated in Study 1.

Design
Participants were tasked to memorize two gesture sets - single and gestures combination. Gesture sets presentation was fully counterbalanced across participants. Referents presentation was randomized for each participant.
Participants took part in a three consecutive days experiment following a Learn-Reinforce-Test design. On the first day, we trained participants on one gesture set (Learn). Immediately after that, we asked participants to recall gestures corresponding to the given commands (Reinforce). On the second day, they performed the recall test of the gesture set again (Test). On the same day, participants were asked to learn the second gesture set, and then go through a similar Reinforcement phase. On the third day, memorability was tested for the second gesture set.

**Learning Phase**

Participants were asked to learn and remember a set of gestures by watching a video explaining the command name, the associated gesture, and its design rationale. Participants could play the video until they had mastered the current gesture. We also provided a crib-sheet (similar to Figures 4 and 6). Finally, to confirm that participants understood the gestures correctly, the experimenter asked them to reproduce the gesture shown in the video and instructed them to watch the video again if they got it wrong. For the gestures combinations, videos demonstrated two-handed relaxed concomitant gestures.

**Reinforcement Phase**

On the same day, participants were asked to recall the gesture set. The purpose of the reinforcement phase was to test participants’ short-term memory and enhance their memory for the next day testing. Participants were required to perform the gestures according to commands randomly presented on the screen. The experimenter would notify participants in case of incorrect number of fingers/hands, trajectories, or poses.

**Next-day Testing Phase**

The procedure was similar to the Reinforcement phase, except that participants were not told the correctness of their gestures to prevent possible cross-recall effects. The experimenter could ask participants to re-perform a gesture for confirmation.

**Evaluation Metrics**

We considered the number of correctly recalled gestures in terms of poses, paths, and the number of fingers/hands. We further categorized different types of errors to discuss relevant aspects of memorability according to the specifics of the gestures used (single or combination). All measures were collected in both Reinforcement and Testing phases.

For single gestures, we identified two types of relevant errors: mapping errors and partial errors. The former means that participants completely failed to perform the target gesture. The latter is for gestures that were incorrect only in certain parts such as the pose, path, or the number of fingers/hands. This helps us differentiate two types of memorability problems: mapping problems (inability to map the gesture with the command) and partial gesture problems (inability to recall the specifics of the gesture). This will help us determining the effect of abstract gestures in the gesture set.

For gestures combination, since gestures were simple regarding their specifics, we did not distinguish between mapping and partial errors. Instead, we were interested in the combination aspect, and identified three types of recall errors: both hands errors, signifier errors, and operator errors. Both hands errors indicate that participants completely failed to perform the correct gesture with both hands. Signifier and operator errors indicate that participants performed only one correct gesture on one hand but not the other. This will help us determining if users have difficulty with the signifier, the operator, or the combination as a whole.

**Results**

Our data did not satisfy the normality and the homogeneity of variances assumptions. We hence performed our analysis with Friedman and two-tailed Wilcoxon Sign Rank tests.

**Reinforcement Phase**

The average recall rates were 95% for the single gesture set and 97% for the gestures combination set (Figure 8), without significant difference. To further compare the user performance of the two gesture sets, we analyzed the recall rates of the single non-abstract and single abstract gestures. The average recall rates were 100% for the single non-abstract gesture set and 88.6% for the abstract ones. This validates our hypothesis: abstract gestures can negatively impact the learnability of
a gesture set. We further compared the recall rates of the three gesture types (combination, single abstract and single non-abstract) with a Wilcoxon Signed Ranked Test. The results showed that there was a significant difference between the gestures combinations and the single abstract gestures ($Z = -1.63$, $p < 0.05$), but not between the other pairs. Hence, combining gestures is a viable solution to prevent designing too many single gestures, potentially leading to abstract gestures.

To further understand this results, we analyzed the number of errors per error type (Figure 9). Single gestures lead to more mapping errors ($M = 0.58$, $SD = 0.99$) than partial errors ($M = 0.08$, $SD = 0.29$). A Wilcoxon Signed Rank Test confirmed the significant effect ($Z = -1.86$, $p < 0.05$). Hence, memorability problems, due to abstract gestures, mostly arise from the mapping rather than the specifics of the gestures.

For gestures combinations, participants did not have any both-hands error. However, there were some signifier errors ($M = 0.25$, $SD = 0.62$) and operator errors ($M = 0.08$, $SD = 0.29$). A Friedman Test shows no significant effect between signifier and operator errors. Thus, we can assume that errors are not linked to the hierarchical construction of the combination.

**Next-day Testing Phase**

The average recall rates were 86% for the single gestures and 87% for the gestures combinations. A Wilcoxon Signed Rank Test shows no significant effect between the two conditions. Note that both gesture sets suffer from a significant drop of memorability performance between the Reinforcement phase and the Testing phase: from 95% to 86% for single gestures ($Z = 2.41$, $p < 0.05$), and from 97% to 87% for gestures combinations ($Z = 2.01$, $p < 0.05$).

The average recall rate were 98% for the single non-abstract gestures and 69% for the abstract ones. A cross comparison using Wilcoxon Signed Rank test showed significant differences between combinations and single abstract gestures ($Z = -1.66$, $p < 0.05$), and between the two types of single gestures ($Z = -2.04$, $p < 0.05$). Thus, like the Reinforcement phase, abstract single gestures have a negative impact on memorability.

Single gestures have on average more mapping errors ($M = 1.33$, $SD = 1.78$) than partial errors ($M = 0.58$, $SD = 0.99$). A Wilcoxon Signed Rank Test confirmed a significant effect ($Z = -2.07$, $p < 0.05$), also confirming that abstract gestures are problematic because of the gestures/commands mapping.

Gestures combinations have no both-hands error, but lead to signifier errors ($M = 1.17$, $SD = 1.59$) and operator errors ($M = 0.58$, $SD = 1.38$). A Friedman Test confirmed a significant effect ($Z^2 (2) = 6.40$, $p < 0.05$). In contrast to the Reinforcement phase, it appears that signifier gestures lead to slightly less recall than operator gestures. Participants reported that they intuitively associated the "Ear" gesture with "Volume up/down". Instead, "Volume up/down" is a frequently-used command associated with the "Default" signifier.

**Discussion**

As expected, when categorized as abstract, single gestures lead to memorability problems: participants struggled remembering the mapping of abstract gestures. The experiment involved only 5 abstract gestures out of 12. It is likely that as the number of command increases, it will become increasingly difficult for designers to come up with new single gestures without creating abstract gestures. Thus, users may experience even more difficulty memorizing real gesture sets containing several abstract gestures than what our experiment revealed.

Combining gestures lead to improved memorability compared to single abstract gestures. This validates the main rationale of our interest for combining gestures. However, like single gestures, gestures combinations suffer from a drop of performance between the Reinforcement and Testing phases. The Testing phase revealed a significant difference between signer errors and operator errors. There are two possible explanations for this result. First, it can simply be due to the actual gestures defined for each category (signifier and operator). In this case, the result simply reveal a memorability problem between two gesture sets. Second, this difference can reveal the usage of two mental models: one used for the signifiers, and one used for the operators.

**STUDY 3: GESTURE PREFERENCE**

Although it can be somewhat premature while gestures combination is a new concept in its early stage, we seek to investigate if end-users can perceive the limitations of single gestures and the potential advantages of combining gestures. Such result can prove that the concept and its newly open research questions are worth investigating.

We use a Wizard-of-Oz approach to simulate TV interaction, so as to not affect users’ perception due to gesture recognition failures of a specific algorithm. As with other Wizard-of-Oz studies, participants were not told of the presence of wizards.

**Participants**

Another fourteen university students and staff (four females, one left-handed, age 20 to 35, $M = 26.1$) volunteered for the study. They all had knowledge about free-hand gestures, and three reported to have experience with smart TVs.

**Apparatus and setup**

A SHARP PN-L602B 60-inch large display was placed vertically in front of a sofa. Behind the display, the wizard used a PC (2 GHz Intel Xeon CPU PC with Windows 7) connected to the large display. To simulate TV watching experiences, we compiled a list of 5-10 minutes TV video clips (e.g., music videos, drama, live show) captured prior to this study. We did not use a real TV given that we wanted to control what scenarios users would encounter so as to cover all 12 commands compiled in Study 1. The wizard used keyboard shortcuts, an audio driver software (Realtek High Definition Audio), and a graphic driver software (Intel HD Graphics) to execute the commands according to participants’ gestures. Gestures were captured in real time by a webcam (Logitech HP Pro C920) installed on the top of the large display.

**Procedure**

First, participants were asked to sit on the sofa and then provided with an introductory video of existing smart TV systems (similar to Study 1). After that, the experimenter introduced the two gesture sets (single gestures and gestures combinations) and their design rationales. The gesture sets presentation was fully counterbalanced across participants. We requested participants to first get familiar and memorize the gesture set. The experimenter read out a sequence of scenarios (e.g., “Your friend is..."
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Direct Comparison

Most participants preferred gestures combinations for commands they considered the single gestures counterpart not meaningful: "The mapping between brightness and index finger [in the single gesture set] doesn’t make sense to me." (P6). Following the same rationale, participants preferred single gestures when they judged the mapping gesture/command as ‘intuitive’. For instance, participants unanimously commented that they preferred single gestures for the "Default" commands (Figure 10, 3 first columns).

These results indicate that participants’ preferences is mainly based on single gestures rather than on the combination counterpart. To validate this assumption, we compare participants’ preferences with the memorability data collected in Study 2 (Figure 11). We found that the categorization of a gesture into 'abstract' or 'non-abstract' is significantly correlated to user’s preferences (Pearson’s $r(10) = -0.83, p < 0.001$). This categorization is also correlated to the memorability performance (Pearson’s $r(10) = -0.82, p < 0.01$). Thus, by transition, preferences are also significantly correlated to the memorability of the gesture set (Pearson’s $r(10) = 0.73, p < 0.01$). Interestingly, participants’ preferences are non-significantly correlated to the memorability aspect of the combination gesture set (Pearson’s $r(10) = 0.23, p = 0.47$).

Handedness and Gesture Interaction

Some participants reported the desire to use only one hand in order to prioritize comfort over command efficiency (P8, P14). The reasons for using one-handed gestures were many, e.g., eating while watching TV, prioritizing minimized effort, or non-visual command execution (interaction without looking at the TV). For instance, P8 explained that "I preferred just using one hand so that I can watch TV while eating snacks." P14 explained that "Sometimes I am in a hurry switching between watching TV and other tasks like taking phone, and thus I want to use one hand only so it allows me to quickly manipulate the TV without looking at it."

Because of our decision to not reveal the entire design space to participants, gestures combinations were mainly considered as parallel temporal combinations. With sequential combinations, participants would not have to choose between one-handed and two-handed interactions. During the interviews, P8 and P14 said that if users could perform gestures combinations with one hand sequentially, they may prefer using gestures combinations for some commands.

Gesture Sets

We recognized that the results can vary depending on the gesture design. Thus, to verify the potential influence of the gesture design on the participants’ preferences, we asked whether they would design the gestures differently.

14 out of 15 participants would redesign single gestures, particularly commenting on the abstract gestures (“Bass up/down”, “Brightness up/down”, “Contrast more/less”, “Change Input Source” and “Rewind/Fast Forward”). However, only three
participants could come up with an alternative gesture – "Move Hand left/right twice" – for "Rewind/Fast Forward". For gestures combinations, most participants got "Volume up/down" mixed up with the "Ear" signifier, and "Brightness up/down" with "Contrast more/less". This result is consistent with Study 2. However, no participant came up with any alternative gestures for "Volume up/down", and they suggested that operator gestures for brightness and contrast should support user customization.

Discussion
We have confirmed that combining gestures can effectively complement single gestures. Particularly, we found that a gestures combination is useful when there is no meaningful mapping between a single gesture and a certain command. Our results showed that all participants except two have designated certain combinations for certain commands, indicating the usefulness of combining gestures. However, these two participants stated that they would revise their preferences once we revealed other temporal combination options.

In sum, participants’ rationale on whether to use gestures combinations is primarily based on two factors: meaningful mapping of the single gestures, and user comfort.

GENERAL DISCUSSION
We have found that combining gestures allows for meaningful gestures/commands mappings, and can also significantly reduce the size of the gesture set. We also found that users can correctly associate and remember signifiers and operators gestures. Lastly, users tend to prefer gestures combinations over single gestures when single gestures reach their abstract gesture/command mapping.

Although gestures combination was generally well-received, our studies identified a key limitation: combining gestures leads to extra physical effort. Thus, it was recommended by participants to mix both single and gestures combination for practical purposes. However, we contrasted single and gestures combination for comparative purpose only. The goal was not to completely replace the use of single gestures, but to compare several aspects of a novel concept to a known baseline, and to identify future use-cases in which combining gestures will be useful.

LIMITATIONS AND FUTURE WORK
We proposed illustrative examples for each design options in our design space (e.g., transmit a parameter along with the command). These examples can be extended, and then empirically evaluated. We did not choose this option for this initial exploration since (1) we wanted to introduce and to know if the concept was worth exploring, and (2) we could not compare these new input scenarios to single gestures as there is no standard solution to use single gestures with parameters. We believe our work validates further exploration of our design space generative power: We are now planning to create novel ways of inputting commands and/or parameters to demonstrate the full interaction potential of combining gestures.

Regarding interaction scenarios, we used the TV interaction context as a case study. A straightforward extension of this work resides in the use of other interaction scenarios. This will be useful for two reasons. First, results can differ according to user’s activity (e.g., watching TV on a sofa or cooking diner). Second, other scenarios can include more gestures in the gestures combinations. An interesting research area is the common breadth/depth tradeoff of a hierarchy structure [21]. For now, we restricted our initial exploration to combinations of only single gestures (depth=1) and two gestures (depth=2) for 12 commands. We are interested in investigating the evolution of the memorability and preference metrics with hierarchies with different breadth and depth.

Regarding the training procedure, prior to Study 2, we performed several pilot studies trying to ask users to memorize gestures combinations using different training procedure. We found that teaching users each gesture one by one was not effective. This is because participants could not understand the whole gesture-command mapping. We found that providing a crib-sheet similar to Figure 4 can greatly assist users to memorize gestures. The literature proposes several more efficient gesture guiding systems to help novices execute and learn single-handed gestures [9] or symmetric two-handed gestures [27] (i.e. one command triggered with both hands). A gestures combination brings new challenges for a gesture guiding system depending on the different temporal and spatial combinations offered by the design space.

CONCLUSION
Mid-air hand gestures can be used to control augmented home appliances in smart environments. Previous work mainly focuses on one-to-one gesture-command mapping. However, as the number of objects and their interactive functionalities increase, it becomes difficult to define new gestures without including memorability issues: mapping and gesture specifics. The goal of this research was to identify and provide a way to extend single one-handed gestures to gestures combinations. This complementary approach accommodates the reuse of gestures by creating a hierarchy of commands to trigger.

We first propose a design space for describing the temporal and spatial aspects of the combination, and also the gestures type involved in the combination. The generative power of the design space has the potential to lead to new ways of inputting commands and their parameter(s) via gesture interaction.

We then validate our experimental setup via pilot studies. We show that the TV interaction context is suitable to study gesture interaction. In addition, a design workshop is preferable to a standard elicitation study considering the novelty and the large number of design options of combining gestures.

We next report the results from three studies to investigate how end-users would design gestures combinations, the memorability of a gesture set composed of combination, and users’ preferences. Results show that end-users mostly focus on temporal aspects of the combination and manage to optimize the reuse of gestures. In addition, gestures combinations improve the memorability of a gesture set compared to abstract single gestures, i.e. gestures without a clear mapping with their associated command. Lastly, users’ preferences go toward gestures combinations when the single gesture counterparts are abstract.
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